Abstract

Psychological interest in stereotype measurement has spanned nearly a century, with researchers adopting implicit measures in the 1980s to complement explicit measures. One of the most frequently used implicit measures of stereotypes is the sequential priming paradigm. The current meta-analysis examines stereotype priming, focusing specifically on this paradigm. To contribute to ongoing discussions regarding methodological rigor in social psychology, one primary goal was to identify methodological moderators of the stereotype priming effect – whether priming is due to a relation between the prime and target stimuli, the prime and target response, participant task, stereotype dimension, SOA, and stimuli type. Data from 39 studies yielded 87 individual effect sizes from 5,497 participants. Analyses revealed that stereotype priming is significantly moderated by the presence of prime-response relations, participant task, stereotype dimension, target stimulus type, SOA, and prime repetition. These results carry both practical and theoretical implications for future research on stereotype priming.

Sequential Stereotype Priming: A Meta-Analysis

Psychological interest in stereotype measurement has spanned nearly a century. In an early study, participants more accurately matched occupations and pictures when the appearance of an individual in a picture was stereotypical of their occupation, than when their appearance was not stereotypical of their occupation (Rice, 1926). Since then, the measurement of stereotypes has diversified. Currently, stereotype measures fall into two major categories – explicit and implicit (Fazio & Olson, 2003). Explicit measures directly ask participants for information regarding the target construct with little effort to be indirect or covert. Generally, explicit stereotype measures ask participants to report their level of agreement toward items of a stereotypic nature. For example, a study of occupational gender stereotypes asked participants to rate their agreements with statements such as “Men are better suited to certain occupations” (Yu, Yang, Lu, & Yan, 2014, p. 148). Although explicit measures have been very useful, they have limitations. Because participants are aware of what these measures aim to capture, participants have the opportunity to alter their responses to portray themselves more favorably (Orne, 1962). In addition, explicit measures may fail to properly capture some of the more subtle and automatic forms of social cognition (Greenwald & Banaji, 1995). These limitations have led researchers to develop and utilize implicit measures to complement explicit measures.

Implicit measures attempt to measure target constructs indirectly by engaging participants in a task where the target construct impacts responses in a relatively “automatic” way (De Houwer, Teige-Mocigemba, Spruyt, & Moors, 2009). Many implicit measures were developed specifically to explore mental associations between concepts that might be quickly activated and influence subsequent thoughts and behaviors (for review, see Gawronski, 2009). These implicit measures generally look at reaction times and/or errors that occur when people make quick judgments about stimuli that are presented in different contexts. Researchers vary the context in which stimuli are presented to see if context activation influences the speed or accuracy of participants’ responses to stimuli.

Implicit measures became important and popular because they provided a basis for developing and exploring dual-process theories about stereotypes and other constructs, especially when used in conjunction with explicit measures. These theories outline conditions when behavior is driven by more “automatic” processes versus more controlled, deliberate processes and are now widely used to explain how stereotypes and many other constructs guide behavior (Chaiken & Trope, 1999; Smith & DeCoster, 2000). Implicit measures have been critical to these theoretical advances because they have been used to measure the more “automatic” processes outlined in these dual-process theories. Explicit measures, in contrast, are used to measure the more deliberate processes. In fact, implicit measures have become so popular that multiple meta-analyses have examined their relations with explicit measures and various behavioral outcomes (Cameron, Brown-Iannuzzi, & Payne, 2012; Greenwald, Poehlman, Uhlmann, & Banaji, 2009; Hofmann, Gawronski, Gschwendner, Le, & Schmitt, 2005).

As the utility of these dual-processes theories and implicit measures has been increasingly demonstrated, the development and employment of implicit measures has surged. Many different implicit measures have been used to examine stereotypes and related constructs, such as sequential priming (Meyer and Schvaneveldt, 1971; Neely, 1977), the Implicit Association Test (IAT; Greenwald, McGhee, & Schwartz, 1998), and the Go/No-Go Association Task (GNAT; Nosek & Banaji, 2001). As the use of implicit measures have grown and been employed to study dual-process theories, there have been tendencies to view them as interchangeable and homogeneous. However, there is reason to believe that this assumption requires more careful investigation.

Researchers have come to recognize that some implicit measurement procedures are distinct and lead to slightly different outcomes. For example, there has been considerable debate and research examining differences between two of the most popular implicit measures – sequential priming and the Implicit Association Test (Marsh, Johnson, Scott-Sheldon, 2001; Olson & Fazio, 2003; Sherman, Presson, Chassin, Rose, & Koch, 2003). The sequential priming paradigm was first employed in 1971 to study semantic associations in memory (Meyer and Schvaneveldt, 1971). In typical sequential priming studies, participants are presented with a series of trials that each contain two stimuli (prime and target). The congruency in meaning between the prime and target is varied across trials with some prime-target trials congruent in meaning and others incongruent. Participants are asked to make some response to target stimuli, and priming occurs when people respond faster to targets that are semantically related with the prime (e.g., BIRD – ROBIN) than to targets that are semantically unrelated with the prime (e.g., ARM – ROBIN). Sequential priming was later employed to study stereotypes as researchers used exemplars of stereotype groups (e.g., male or female names) and items stereotypically associated with the stereotype groups (e.g., occupations, physical traits) as primes and targets (e.g., Dovidio, Evans, & Tyler, 1986; Banaji and Hardin, 1996). By contrast, in an Implicit Association Task (IAT) participants are asked to categorize two distinct types of stimuli along different dimension (e.g., names as male/female and college majors as science/humanities). During critical trials, the response options are either congruent with stereotypes (e.g., left hand used for male names and science majors) or incongruent with stereotypes (e.g., left hand used for male names and humanities majors). Stereotype activation is thought to occur when responses are slower on trials with incongruent response option pairs than congruent response option pairs.

Soon after these techniques were widely adopted to study stereotypes and related constructs, researchers began comparing them and recognized that they were not equivalent. When used to examine the same topic, correlations between scores on these two measures have been low or close to zero (Marsh et al., 2001; Sherman et al., 2003), leading some researchers to claim that they may not measure the same constructs (Olson & Fazio, 2003). This spurred further research and theoretical discussion on the nature of these two measures (e.g., Gawronski & Bodenhausen, 2005). What has received considerably less attention, particularly for research on stereotype priming, is how changes within a given procedure (e.g., sequential priming paradigm) may impact findings.

The use of sequential priming to study stereotypes has grown since the mid-1990s (see Figure 1). Researchers have expanded from its initial use examining gender stereotypes to other stereotype dimensions such as race (e.g., Dickter & Kittel, 2012), age (e.g., Wentura & Brandtstädter, 2003), and religion (e.g., Magee, 2011). Researchers have also changed various characteristics about the paradigm, such as the judgment that participants make in response to targets, the types of primes/targets that are employed (e.g., words, pictures), and the temporal distance between prime and target. Although some of these procedural changes may seem relatively inconsequential, they have the potential to change the set of cognitive processes that are activated in sequential priming paradigms, giving rise to different findings (Klauer, Dittrich, Scholtes, & Voss, 2015). For example, Müller and Rothermund (2014) observed a gender stereotype priming when participants categorized each target stimulus as a “male” or “female” name, but there was no priming effect when participants categorized each target stimulus as a “person” or “city” name. Thus, changing the judgment participants made about targets changed the results, despite the use of a sequential priming paradigm for both conditions.

Based on findings from stereotype and evaluative priming research, as well as existing theory, we believe there are different processes at work in the sequential priming paradigm and that grouping or “averaging” across different “types” of sequential priming tasks obscures these differences. This argument has been articulated most clearly in work by Wentura and colleagues (2010; 2014) and directly demonstrated in evaluative priming research. Fazio and colleagues (Fazio, Sanbonmatsu, Powell, & Kardes, 1986) illustrated that sequential priming could be used to examine attitudes by manipulating the evaluative congruity between primes and targets (e.g., SUNSHINE – HAPPY; DEATH – HAPPY). As evaluative priming research accumulated, researchers observed strong evaluative priming effects when participants made evaluative (i.e., positive/negative) judgments about the target, but weaker (or no) priming effects were found when participants made other judgments about the target (e.g., word/not a word; verbally named the target). This led to the recognition that there are at least two types of relations that can lead to evaluative priming effects: the relation between primes and targets and the relation between primes and *responses* required by targets. Furthermore, the relative contribution of these two relations is dramatically influenced by the judgment people make about the target (Fazio, 2007; Gawronski & Bodenhausen, 2005; Klauer, Musch, & Eder, 2005; Spruyt, Hermans, De Houwer, & Eelen, 2002; Wentura, 1999; Wentura, 2000).

Although there has been considerable focus on how differences in sequential priming paradigms affect evaluative priming, the same is not necessarily true for stereotype priming. Certainly, researchers have devoted considerable effort to identifying conditions when stereotype priming is more or less likely to occur (for review, see Blair, 2002), but rarely has the focus of these efforts been on how differences within the sequential priming paradigm itself might alter results. This is unfortunate because differences among sequential priming tasks might help explain a number of inconsistent findings.

Cameron and colleagues’ (2012) recent meta-analysis explored the relation between sequential priming measures and outcome variables (explicit measure or other behavior) and revealed an inconsistency that might be explained by differences among sequential priming tasks. An objective of their meta-analysis was to identify conditions when sequential priming measures are and are not strong predictors of scores on explicit measures or behavioral outcomes (for a number of different constructs, including stereotypes). For example, imagine that a researcher manipulates the time participants have to make a judgment about another person. Some participants have to make a very fast judgments and others have more time to weigh different factors before making their judgment. In this example, a sequential priming measure of stereotypes should be a better predictor of the behavior under the “fast” condition than the “deliberative” condition. Thus, time pressure should moderate the relation between the sequential priming stereotype measure and the outcome variable. Cameron and colleagues examined these theoretical moderators in two ways – within-study by using the predictions of the author of each study and between-study based on coding of each study by Cameron and her colleagues. The interesting aspect of the results is that the expected moderation effect was found for the within-study coding but not the between-study coding.

Cameron and colleagues discuss a number of reasons for this discrepancy between the within- and between-study moderators (the prediction was that both the within- and between-study moderator effects would be found). However, one explanation that is not discussed is that the between-study effect compares across different types of sequential priming tasks, which invoke different processes. For example, imagine that study 1 uses a variant of the sequential priming task that invokes cognitive process “A” and study 2 uses a variant of the sequential priming task that invokes cognitive processes “A” and “B”. Comparing moderator effects across these two studies in a meta-analysis may not reveal the predicted moderator effect unless one also codes for the processes invoked by the different sequential priming tasks. As discussed above, research on evaluative priming suggests that there are at least two distinct processes that give rise to evaluative priming and whether one or both of these contribute depends on the judgment participants make about the target. We propose this is also the case for stereotype priming effects measured in sequential priming paradigms.[[1]](#footnote-1)

One factor that may influence the magnitude of stereotype priming is the judgment participants make about targets. Researchers have asked participants to make a variety of different judgments on target stimuli in sequential priming tasks. One commonly used judgment task asks individuals to categorize targets according to the stereotype dimension of interest. For example, if gender stereotypes are being assessed, participants indicate whether the targets are words that describe males or females (e.g., Banaji & Hardin, 1996, study 1; Kawakami & Dovidio, 2001; Macrae & Cloutier, 2009). Although researchers have long recognized that this type of judgment may not get at the more “automatic” nature of stereotype priming (e.g., Banaji & Hardin, study 2), it is still commonly used (e.g., Plaza, Boiché, Brunel, & Ruchaud, 2016). Other types of judgments are widely thought to more effectively tap into “automatic” stereotype activation because the judgment about the target is completely unrelated to the stereotype of interest. A lexical decision task (LDT) is one example of this type of judgment task. In a lexical decision version of sequential priming, two types of targets are used – words and non-words. Participants must indicate whether each target is a word or non-word. Another type of task is the pronunciation or naming task, in which participants are asked to simply read each target out loud. Researchers have also used more focused judgments to examine specific aspects of a stereotype, such as indicating whether the target image is a “gun” or “tool”. Although there is general acknowledgment in the literature that these judgments are not equivalent, there has not been a systematic examination of the different judgment types. As a result, they are all frequently grouped into an “implicit measurement” category and differences are obscured.

There is a theoretical explanation for differences in priming effects across judgment types, suggesting that this is more than a procedural issue. De Houwer (2003) distinguishes between two potential sources of priming, and Wentura and Degner (2010) expand on the framework provided by De Houwer to differentiate among different types of priming elicited in sequential priming paradigms that use different tasks (see also Wentura & Rothermund, 2014). One source of priming identified in this work is an association between the prime and target stimuli. De Houwer (2003) refers to this as a stimulus-stimulus (S-S) relation. Priming when there is an S-S relation is thought to occur because encountering a prime facilitates processing of target stimuli that have some type of association (although see Neely, 1991; Wentura, 2000). The process that underlie priming in S-S relations is believed to be a connection between the mental representation of the prime and the mental representation of the target. Initially, spreading activation models of memory (e.g., Collins & Loftus, 1975) were used to explain how connections among mental representations in memory were activated and lead to priming, but parallel distributed processing models of memory (Rumelhart & McClelland, 1986) are now more commonly employed to explain these mental connections and the resulting priming. Wentura and colleagues (2010; 2014) refer to sequential priming paradigms that use these tasks as *semantic* priming paradigms because the priming is due to a semantic relationship between a prime and target.

The second source of priming identified in the works of De Hower (2003) and Wentura and colleagues (Wentura & Degner, 2010; Wentura & Rothermund, 2014) is the relation between a task-irrelevant prime and the response required to the target. De Houwer (2003) refers to this as an irrelevant stimulus-response (S-R) relation. For instance, consider a sequential priming task in which participants must indicate whether target stimuli are more associated with males or females. People have an explicit goal to classify each target as male-female and generate the appropriate response, but it may be difficult to focus this goal exclusively on targets given the temporal proximity of the prime and target (e.g., Klauer, Teige-Mocigemba, Spruyt, 2009). When people encounter a congruent trial (FEMALE – NURSE) the prime can activate the same response “female” that is required for target. Alternatively, when people encounter an incongruent trial (MALE – NURSE), the prime can activate the response “male”, which must be inhibited to make the correct response “female” to the target. Thus, irrelevant S-R relations occur when encountering the prime facilitates and/or inhibits the required response to target stimuli. The processes that underlie this type of priming are thought to be similar to those in the classic STROOP task where an irrelevant stimulus feature either facilitates or inhibits the response to the task-relevant stimulus feature. De Houwer (2003) distinguished between two types of S-R tasks – irrelevant S-R and relevant S-R. We coded for both of these but there were no relevant S-R tasks in this meta-analysis. We therefore use just the term S-R task from this point forward for simplicity, but this should be viewed as “irrelevant S-R” in De Houwer's framework.

The presence of S-R relations is determined primarily by the judgment that participants make about targets and can significantly alter the interpretation of observed priming effects. S-R relations occur when people make judgments about targets that can also be applied to primes in a way that varies across the congruent and incongruent trials. This S-R source of priming is absent when participants perform a task like the LDT because the response for targets in both congruent and incongruent trials is identical (e.g., “word” is correct response for congruent and incongruent trials in an LDT). Similarly, S-R relations should be absent for the pronunciation task, because responses to targets are idiosyncratic and therefore do not vary systematically with the prime stimulus categories. This raises questions regarding the proper interpretation of priming effects because, when S-R relations are present, they are typically confounded with S-S relations. For instance, when people make a male-female judgment about targets, the congruent trials (e.g., FEMALE – NURSE) presumably have both facilitative S-S and S-R relations. Alternatively, in the incongruent trials (e.g., MALE – NURSE), there is no S-S relation, and there may be an inhibitory S-R relation because “MALE” can activate a response that must be rejected in order to correctly indicate that “NURSE” is associated with females. Thus, priming that occurs in S-R tasks is thought to reflect a combination of both S-S and S-R relations. Wentura and colleagues (2010; 2014) refer to any sequential priming paradigms that are likely to elicit both S-S and S-R relations as *response* priming paradigms because the priming is due, in part, to processes associated with response selection and execution. They also propose that priming effects are more robust in response priming paradigms relative to semantic priming paradigms. The extent to which effects observed in these paradigms reflect S-S versus S-R relations, however, is more difficult to determine.

We examine paradigms with only S-S relations and S-S plus S-R relations in this meta-analysis. We expect to find larger effect sizes in paradigms that have an S-R relation relative to those that only have an S-S relation (Wentura & Degner, 2010; Wentura & Rothermund, 2014). Perhaps the more interesting question is whether there is a significant priming effect in tasks that have solely S-S relations because these tasks better reflect whether stereotype activation can occur when people encounter an individual/stimulus and do not have an explicit goal that might activate stereotype processing (see discussion for more on processing goals and “automatic”).

**Variables of Interest**

Several variables that have been previously studied (presence of S-R relations, judgment task, stereotype dimension, the kinds of primes and targets used, and SOA) have important theoretical implications for the stereotype priming literature. Each of these variables and how they inform stereotype theory are discussed in the following sections.

**Presence of an Irrelevant S-R Relation**

As previously discussed, priming effects may occur because of variations across trials in the relation between prime and target stimuli (S-S relation) and variations across trials in the irrelevant relation between a prime stimulus and the response required to the target (S-R relation) (De Houwer, 2003). Variations in the association between primes and targets (S-S relation) are an essential feature of sequential priming tasks. For example, there is a stronger association between a prime and target when they are stereotypically associated (e.g., FEMALE – NURTURING) and a weaker (or no) association when they are not stereotypically associated (e.g., MALE – NURTURING). We did not code for S-S relations as these are inherent in the congruent versus incongruent trials that are used to compute the priming effect. The presence of an relation between a prime and response (S-R relation), however, varies across different sequential priming paradigms so we coded for the presence of an S-R relations (yes/no). This resulted in 57 effect sizes with S-R relations and 30 effect sizes with no S-R relations (i.e., S-S relation only). The presence of a S-R relation depends largely on the type of judgment that participants make about targets (in conjunction with the types of targets), so presence of S-R relations is partially confounded with the judgment that participants make about a task. This will be discussed in subsequent sections.

**Judgment Task**

Judgment task refers to the judgment that people make in response to targets. As discussed above, judgment task has been shown to be important for evaluative priming because different judgments affect the degree to which different cognitive processes are invoked and help to explain evaluative priming. We coded five classifications of judgments used in sequential stereotype priming: Lexical Decision, Stereotype Categorization, Semantic Categorization, Weapon’s Identification, and Pronunciation.

A frequently employed and historically important judgment task in the literature is the lexical decision task (LDT). In the current meta-analysis, 20 effect sizes come from studies using an LDT. During an LDT, participants see a prime (e.g., WOMAN) followed by a target (e.g., CARING) and make a judgment about whether the target is a word or non-word. The LDT includes both relevant trials where the target is a word and irrelevant trials in which the target is a non-word (e.g., RICAGN). The irrelevant trials are included to ensure that participants attend to the task but are excluded during analysis. Stereotype priming effects are examined by comparing response latencies for stereotypically congruent prime-target trials (e.g., WOMAN-CARING) and stereotypically incongruent prime-target trials (e.g., WOMAN-AGGRESSIVE). The expected result is that participants are faster to respond “word” when the prime-target pairing is stereotypically congruent. The use of the LDT for stereotype priming has had mixed results with some studies finding significant priming effects (e.g., Verhaeghen, Aikman, & Van Gulick, 2011) and other studies finding no significant priming effects (e.g., Anderson, 2011).

The second prevalent judgment task employed in the literature is a stereotype categorization task. The current meta-analysis includes 24 effect sizes obtained from studies using stereotype classification tasks. In these tasks, participants make stereotype relevant categorizations of the target. In Banaji and Hardin (1996; study 1), for example, participants saw a prime that was stereotypically related to men or women (e.g., nurse, doctor) followed by a target pronoun (e.g., she, he) that participants classified as male or female. Significant priming effects were found when the gender stereotype of the prime matched the gender of the target. Later studies used a variety of stereotype classifications, such as classification of faces by gender (e.g., Martin & Macrae, 2007) or race (e.g., Dickter & Kittel, 2012; Stewart, Latu, Kawakami, & Myers, 2010); gendered name classifications (e.g., Blair & Banaji, 1996; Castelli, Macrae, Zogmaister, & Arcuri, 2004); and gendered object classification (e.g., Macrae & Martin, 2007; Study 1b).

Another class of judgment tasks are semantic categorization tasks. We use the term semantic categorization task to refer to any task that requires participants to classify targets stimuli along a semantic dimension that is (apparently) unrelated to the stereotype of interest in the study. The current meta-analysis includes seven effect sizes from semantic categorization tasks. There were a few different types of judgments used across these tasks such as requiring participants to indicate whether targets were pronoun or non-pronoun (e.g., Banaji & Hardin, 1996, study 2), high status-low status (Mellott, 2003; Study 3), and high power-low power (Mellott, 2003; Study 4).

The fourth major category of judgment task was the weapon-identification task. In a typical weapon-identification paradigm (see Payne, 2001), participants first see a picture of a white or black face (prime) followed by a target image that is subsequently judged to be a tool or a weapon. Results show standard priming effects with faster responses and fewer errors for stereotypically congruent pairs (Black-Gun; White-Tool) than for stereotypically incongruent pairs (Black-Tool; White-Gun). The current meta-analysis includes 30 effect sizes from weapon-identification tasks. We elected to include the weapon task as a separate category because it is in some ways a cross between a stereotype categorization task and a semantic categorization task. It is not an explicit stereotype judgment (e.g., male-female; black-white) as is typically used in stereotype categorization tasks, but the judgment is related to stereotypes (e.g., blacks are stereotypically associated with guns) so it may differ from some of the semantic judgment tasks that ask people to make judgments that appear to have no relations to stereotypes (e.g., pronoun or not).

The pronunciation task requires participants verbally pronounce the target. Although pronunciation tasks been used more extensively to study other constructs, they have not been used as extensively to study stereotypes. The current meta-analysis includes six effect size from a pronunciation tasks, five of which are from unpublished research (Rothermund, ND).

As previously mentioned, the presence of S-R relations is partially confounded with judgment task. Specifically, S-R relations are thought to be present when a stereotype categorization task is used, but absent when the LDT or pronunciation task is used (Wentura & Degner, 2010). The weapon identification task is less straightforward but we categorized all of these has having an S-R relation because the response and prime are confounded, similar to those in the stereotype categorization tasks. There is more on this in the discussion section. Finally, semantic classification tasks are split with about half being classified as S-S and the remainder S-R.

**Stereotype Dimension**

Stereotype dimension refers to the social group that is associated with particular social beliefs. We can have stereotyped beliefs about any group of people based on nearly any dimension in which we can categorize people as different, including skin color, age, gender, nationality, occupation, et cetera. For the most part, researchers examining stereotypes have not distinguished among these different dimensions with regard to the strength or functionality of the stereotype. That is, stereotypes involving gender, for example, are thought to be generally equivalent to those for occupations. Stereotype research, however, has tended to focus on dimensions that apply to nearly everyone and along which we can categorize people based on their appearance – especially race and gender. We were able to find five stereotype dimensions with race and gender being by far the most common; the current meta-analysis includes 44 effect sizes from studies examining race stereotypes and 38 effect sizes from studies examining gender stereotypes. The other dimensions were: occupation, vehicle type, and weight. These three stereotype dimensions contributed four effect sizes to the current meta-analysis.

Although stereotype research has not systematically compared different stereotype dimensions, research in other areas suggests that dimension might be an important variable that determines the relative magnitude of stereotype effects. In comparing the most commonly studied social dimensions of race and gender, research has found that race is associated with very early (less than 250ms) differences in brain activity that do not occur for gender (Ito & Urland, 2003). Such preferential attention to race may increase the likelihood that people will be categorized along the race dimension. This categorization would then activate associated concepts in memory, producing a stereotype priming effect for race that is potentially stronger than for gender or other stereotype dimensions (at least in certain circumstance).

Research examining event-related brain potentials also suggests that the extent to which race and other stereotype dimensions are activated may depend on the judgment task that people perform. Differential brain activity due to race, for example, occurs relatively early and in tasks where people do not direct their attention to social categories whereas effects for gender occur later when people are performing more complex social judgments (Ito & Urland, 2005). Extending these findings to the judgment tasks used in stereotype priming research suggests there might be differential effects for race and gender across judgment tasks. That is, the stereotype categorization tasks in which people categorize target stimuli as being more associated with a particular social category (e.g., black/whites or male/female) involve more complex social judgment relative to the LDT in which people categorize target stimuli as being a word or non-word. In the LDT, there might be stronger stereotype priming effects for race relative to gender (and other stereotype dimensions) because race attention/categorization appears to occur relatively automatically. On the other hand, more equivalent stereotype priming across dimensions might be obtained in stereotype categorization tasks because these tasks force people to attend to stereotype dimensions and allow more inconspicuous dimensions to be activated..

**Stimulus Type**

Stimulus type refers to whether the prime and target stimuli are verbal (i.e., words) or non-verbal (i.e., pictures). In the current meta-analysis, 35 effect sizes were obtained from studies that used verbal primes, 49 effect sizes were obtained from studies that used non-verbal primes, and 3 effect sizes were obtained from studied that used both verbal and non-verbal primes. With regard to target stimuli, 50 effect sizes were obtained from studies that used verbal targets and 37 effect sizes were obtained from studies that used non-verbal targets. Although the impact of prime and target type on stereotype priming in sequential priming paradigms have not been studied, a number of theoretical arguments suggest this dimension might affect stereotype priming. First, Glaser (1992) has proposed that people possess both lexical and semantic encoding systems and verbal and non-verbal stimuli may function somewhat differently in priming paradigms due to the way they are processed in these systems. Pictures are postulated to have direct connections with the semantic encoding system, whereas words have only indirect connections since they must be processed by the lexical encoding system before being sent to the semantic system. As a result, pictures (and other non-verbal stimuli) may be more effective in semantic priming paradigms. Second, Macrae and Bodenhausen (2000) argue that social category activation should only occur following the perception of a person and not a category label because person perception is not symbolically equivalent to words. Third, other person categorization research shows that exemplar categorization, as might occur to category labels (e.g., women), differs from prototype categorization that would occur to pictures of individuals (Smith & Zarate, 1990). These arguments suggest that different kinds of primes may activate different kinds of processes (e.g., a process for persons/images versus a process for categories/words) which in turn could affect the speed of responding, and ultimately the magnitude of the priming effect where we could see greater priming effects with non-verbal primes. Although this has not been explored in stereotype priming, a recent meta-analysis on evaluative priming found that non-verbal stimuli produced larger evaluative priming effect than verbal stimuli (Herring et al., 2013). The current meta-analysis will examine whether these effects are also true for sequential stereotype priming.

**Stimulus Content**

Stimulus content refers to what the prime and target stimuli depict (e.g., category labels, jobs, traits, etc.). Content is best thought of as a more precise way of examining stimulus type, where we are examining the particular prime and target stimuli in more detail. For example, when coding prime content, there were three types of non-verbal primes (i.e., body/action, faces, or objects) and five types of verbal primes (i.e., categories, external traits, internal traits, names, and pronouns). Although we cannot fully divorce stimulus content and stimulus type, examining prime and target content will tell us more about how different kinds of verbal and non-verbal stimuli affect stereotype priming effects.

Stimulus content has been studied to some extent in the stereotype literature but effects on stereotype priming seem inconsistent. Dovidio et al. (1986) examined stereotypic personality traits and Banaji and Hardin (1996) examined stereotypic occupations and both found significant priming effects. However, Blair and Banaji (1996; Study 1) specifically examined content and found significant stereotype priming effects for non-trait attributes (e.g., occupations) but not for personality traits. These results were not replicated in a subsequent experiment (study 2) which found significant stereotype priming effects across both types of stimuli. With these inconsistencies, a careful examination of stimulus content is warranted. The current meta-analysis will examine both levels of prime and target classification (type and content) to determine if there are significant differences that may inform both theory and methodology.

**SOA**

Stimulus onset asynchrony (SOA) refers to the temporal interval between the onset of the prime and the onset of the target. Because of proposed differences between automatic and controlled processing (e.g., Blair, 2002; Blair & Banaji, 1996; Devine, 1989), we examined SOA as a moderator variable. In semantic priming, longer SOAs result in stronger priming effects (for review, see Neely 1991). However, some studies show reverse effects, with stronger priming effects at shorter SOAs, and no priming at longer SOAs (e.g., Kawakami, Dion, & Dovidio, 1998). Stronger stereotype priming effects at shorter SOAs is similar to those in evaluative priming (Herring et al., 2013). In the current meta-analysis, SOAs ranged from 70ms to 2200ms[[2]](#footnote-2). Based on the distribution of SOAs, we categorically coded them into three categories: “short” (< 200ms, k = 5), “typical” (200-350ms; k = 70), and “long” (> 350ms; k = 11).

**Other Variables**

In addition to these variables of theoretical interest, several other methodological variables were examined because previous research suggested they might impact the magnitude of priming effects. First, to understand how repetition affects the priming effect, we examined the number of experimental trials completed by participants, the number of trails per block, and the repetition of primes and targets over the course of the experiment. Second, we coded whether or not the study included supplemental priming methods intended to boost the stereotype priming effect or to reduce the stereotype priming effect[[3]](#footnote-3). The current meta-analysis includes 16 effect sizes from studies using boosting methods, four effect size from studies using reducing methods and 65 from studies who did not attempt to influence the effect size with additional methodology. Third, we also examined whether presenting the stereotype information in the prime or target position affected stereotype priming.

**The Present Meta-Analysis**

The goals of the current investigation were to examine the effectiveness, limitations, and theoretical contributions of the sequential stereotype priming paradigm. Specifically, we explore whether the primary variables—presence of S-R relation, judgment task, stereotype dimension, stimulus type, stimulus content, and SOA—affect the reliability and magnitude of the stereotype priming effect. Furthermore, we examine some critical interactions between these primary variables. To accomplish these goals, the current meta-analysis includes 87 independent effect sizes from 39 individual studies.

**Method**

**Literature Review**

To gather studies for inclusion in the current meta-analysis, the authors conducted literature searches for published manuscripts. Published journal articles were collected from aggregated searches using EBSCOhost that included the following databases: PsycINFO, the Psychology & Behavioral Sciences Collection, PsycARTICLES, and the Science and Technology Collection. We conducted two separate Boolean searches of these aggregated databases using different search terms. The first search used the terms “stereotype” AND “priming” and the second search used the terms “automatic” AND “stereotype”. Each search was further defined by the following search options: “Select a Field (optional), “Search Related Terms”, and “Exclude Book Reviews”. These searches encompassed manuscripts from May 1996 (Banaji & Hardin’s initial paper) to October 2016. Published dissertations were collected from ProQuest within the same time frame. We again conducted two separate searches with different terms. The first search used the search terms “automatic” AND “stereotype” OR “prejudice” and the second search used the search terms “stereotype” AND “priming” OR “prime”. These searches included the “Anywhere but in Text” option selected.

The four literature searches yielded 770 individual hits[[4]](#footnote-4). The abstracts of all hits were examined by the authors for any obvious reasons the article should be excluded (see exclusion criteria below). Articles that did not obviously meet the exclusion criteria were retained for more extensive review and coding.

**Inclusion/Exclusion Criteria**

Due to the broad search terms, further criteria were established to determine inclusion in the current meta-analysis. If all criteria were met, the study was included in the analyses. Figure 2 shows the reasons and numbers for exclusion.

1. Article reported at least one empirical study.

2. A sequential priming paradigm was used. This criterion eliminated similar studies examining automatic stereotypes using non-sequential implicit measures such as the Implicit Association Task.

3. Study design was symmetrical, meaning that primes and targets included stimuli from both groups being compared in the study. For example, a study on gender stereotype priming should include primes for both men and women (e.g., pictures of men *and* women) plus target stimuli for both men and women (e.g., traits stereotypically associated with men *and* women). An asymmetric design would present stimuli for only one of the groups for either the primes or targets. For example, presenting only male primes paired with male and female target stimuli. In this type of design, response time differences may reflect genuine priming effects. Alternatively, they may simply reflect a main effect of the primes or targets (e.g., participants respond more slowly to stimuli following that category of primes). Without a symmetric design, this confound cannot be eliminated and thus studies with an asymmetric design were not included.

4. Appropriate methodological and statistical information was reported in the manuscript, provided by the corresponding author, or could be estimated based on the information provided.

5. The article was available in English or Spanish as limited by authors’ language abilities.

**Requests for Statistical and Methodological Information**

Several studies met most of the inclusion criteria but were missing information. Some studies were missing the statistics needed to calculate effect sizes for the congruity effect because they used shorthand statistical notations (e.g., “n.s.”, “F <1”, etc.) or did not report the main effect or interaction that tested the specific congruity effect. Other studies failed to report important methodological details such as prime duration. We contacted 19 corresponding authors for the missing statistical and methodological information. Fourteen authors replied (74%) and of these, 12 (63%) supplied the requested information, allowing for that data to be included in the analysis when appropriate.

**Coding and Reliability**

The authors coded for potential moderator variables using a scoring manual (Appendix). All of the studies were coded by two of the three coders to ensure accuracy in coding (Coding for all studies are available to review on OSF). Any discrepancies were resolved through discussion.

**Meta-analytic Procedures**

**Effect size calculations.** The measure of effect size used in the present meta-analysis is *Cohen’s dz*. A stereotype priming effect is represented by a positive *dz,* which reflects people responding more quickly and/or accurately to stereotypically congruent trials than stereotypically incongruent trials. Larger *dz*’s indicate greater priming effects.

Effect sizes were calculated from F and t statistics reported in the included studies. These statistics were derived from either a congruity main effect (incongruent trials – congruent trials) or from prime (e.g., black and white) by target (e.g., black and white) interactions. When the exact F or t values were known, effect size was calculated using a formula to help account for the correlation between conditions in repeated measure designs, which are used in sequential priming[[5]](#footnote-5). The *dz* calculation below is used when calculating effect sizes where F or t are for repeated measures designs:

OR

where t and F represent the respective reported statistics for each study and n represents the total number of participants.

When the exact F or t value was unknown, but the authors reported that it was non-significant or p > .05, an effect size of 0 was entered for that study.[[6]](#footnote-6)

Once an effect size was obtained for each study, we also calculated the variance of *d* using the following formula (Morris & DeShon, 2002):

which includes a correction factor when the correlation between conditions is unknown:

**Statistical independence.**  One of the major requirements of meta-analyses is that the effect sizes are statistically independent (Lipsey & Wilson, 2001). Statistical independence is commonly violated when variables are manipulated within-subjects. There were a few cases in which effect sizes in the present meta-analysis were not independent, and we selected one effect size to include and the other(s) were excluded. The most prevalent instances of statistical dependence occurred in 16 studies in which both reaction time and error rates were reported. For analysis, the effect size for reaction time was used in order to keep variability related to dependent variable low (because the majority of effect sizes come from reaction times), unless a response-window was used in the task (k = 25). In those cases, the error rates were used, as the RTs would be constricted. Another instance of non-independent effect sizes occurred with SOA, which was manipulated within-subjects for two of the included studies. SOA was averaged, and the effect size of the overall prime-target congruency was reported.

**Analytic approach.** All meta-analytic models were conducted using the R program ‘metafor’ (Viechtbauer, 2010), using the inverse-variance method. When appropriate, the R program ‘car’ (Fox & Weisberg, 2011) was used to conduct contrasts among variables of interest.

Sequential stereotype paradigms often vary across the literature in a number of ways so several manipulated variables were coded. We divided our analyses of these variables into two sections in order to reduce the number of analyses as we considered interactions between particular moderators. All moderator analyses were conducted using a mixed-effects approach where the moderator of interest was added to the model as a categorical or continuous moderator.

The primary moderators are the most theoretically relevant variables that were reviewed in the introduction: a) presence of irrelevant S-R relation (S-S only paradigms or S-R paradigms), b) judgment task, c) stereotype dimension, d) format of stimuli (prime and target type), e) content of the stimuli (prime and target content), and f) SOA. In addition to main effects for each of these moderators we also examined interactions among them. Because presence of S-R relation, judgment task, and stereotype dimension were of particular interest and we predicted certain interactions involving these variables, we ran models to test how these variables interacted with each other and several of the remaining moderators.[[7]](#footnote-7)

The secondary moderators are more exploratory and/or reflect methodology that has been shown to influence effects in other sequential priming paradigms (see Herring et al., 2013). The secondary moderators include: a) the number of trials, b) number of trials per block, c) the number of repetitions per prime and target (prime and target repetition), d) supplemental priming, and e) location of stereotype information (prime or target). Interaction effects were only examined for the last of these secondary moderators.

To determine how moderators influence priming effects, we ran mixed effects model with the moderator as depicted in the following example equation:

[Equation 1]

When assessing interactions, we took a two-step approach. First, we ran a mixed effects model that included the two moderator variables as depicted in the following example equation:

[Equation 2]

This equation allows us to determine how these variables may overlap in accounting for variance. For instance, if task classification accounts for 20% of the heterogeneity in effect sizes and judgment task accounts for 10%, the combined equation should account for 30% if the two moderators don’t account for any of the same variance (i.e., the moderators are unrelated). In the second step, we added the interaction of the moderators to the model to determine whether the interaction accounted for any additional variability as depicted in following equation:

[Equation 3]

This allows us to look at whether the interaction helps to explain variance above and beyond the two moderators alone.

**Publication bias.** A common problem with meta-analyses is the problem of publication bias, which can lead to a review and conclusions that are not representative of the population of studies (Lipsey & Wilson, 2001). Publication bias assumes that published papers in a given area have larger effects than unpublished papers of the same topic. To prevent publication bias in the present meta-analysis, a number of steps were taken to locate unpublished works. First, when we requested additional statistical/methodological information from authors as discussed above, we asked those authors to send us unpublished information. Second, we wrote to a number of active and prominent authors doing sequential stereotype priming to request unpublished work. Third, we sent out a “call for papers” on the listserv for the Society of Social and Experimental Psychology and the Society for Personality and Social Psychology general forum. Our efforts led to the inclusion of 19 effect sizes from unpublished work.

In addition to our active attempts to find unpublished data, we also conducted analyses on the effect sizes included in this meta-analysis to explore whether publication bias might be present. We assessed publication bias for the data in the present meta-analysis by first examining the funnel plot, which shows the distribution of individual effect sizes around the estimated “true” effect size (Sterne, Becker, & Egger, 2005). Meta-analytic data that does not have publication bias will be symmetrically distributed whereas meta-analytic data with publication bias will show an uneven distribution. Second, we assessed the extent of any publication bias using the trim and fill approach (Duval, 2005). This approach uses an iterative procedure to estimate the number of studies (and their estimated effect sizes) required to make the funnel plot symmetric and calculates a new overall effect size that includes those studies. These analyses and their interpretations are reported below.

**Results**

The current meta-analysis includes data from 39 studies with 87 individual effect sizes (N = 5497). The predicted heterogeneity of effect sizes was examined in the context of the primary moderators of interest. The results of those analyses are described in the section below. To assess the correlations between the primary moderators, nominal-by-nominal non-parametric tests were run. The results of these tests identify significant correlations among all of the moderators (see table 1 for values).[[8]](#footnote-8) Because these variables are significantly correlated, the variables are potential confounds of one another so we conducted interaction models among the primary moderators. Additional exploratory models were run on secondary moderators and are described thereafter.

**Primary Moderators**

**Presence of an Irrelevant S-R Relation.** As described in the introduction and methods sections, sequential stereotype priming paradigms can be classified in two ways, those where priming effects result from only relationships between the prime and target stimuli (S-S relation) and those in which the prime might have an independent effect on the response that is required to the target (S-R relation). To determine how these different kinds of paradigms influence priming effects, we ran a mixed effects model with S-R Relation (yes/no) as the categorical moderator as depicted in Equation 1. S-R Relation accounted for 40.06% of the heterogeneity of effect sizes (k = 87; *QM*(1) = 39.08, *p* < .001). Significant stereotype priming effects were found for both paradigms. Studies where tasks were S-S only (k = 30, *d* = 0.10, *SE* = 0.05, *p* = .032, *95% CI* = 0.01, 0.20) produced significantly smaller priming effects than studies where tasks were also S-R (k = 57, *d* = 0.48, *SE* = 0.04, *p* < .001, *95% CI* = 0.41, 0.55); *χ2* = 39.08, *p* < .001. Figure 3 shows forest plots for the S-S only and S-R paradigms. These plots show the weighted individual effect sizes compared to the average weighted effect size of each paradigm, as described above.

**Judgment Task.** To get a more nuanced understanding of how the different tasks affected priming effects, we also ran a mixed effects model with judgment task as the categorical moderator. Across the studies, there were five different judgment tasks used: lexical decision, pronunciation, semantic categorization, stereotype classification, and weapons tasks. Judgment task accounted for 40.94% of the heterogeneity of effect sizes (k = 87; *QM*(5) = 43.96, *p* < .001). Two of the judgment tasks, stereotype classification and the weapons task, are tasks that are classified as S-R tasks and significant stereotype priming was found in both – stereotype classification task (k = 24, *d* = 0.52, *SE* = 0.06, *p* < .001, *95% CI* = 0.40, 0.63) and the weapons task (k = 30, *d* = 0.46, *SE* = 0.05, *p* < .001, *95% CI* = 0.36, 0.56). Furthermore, the size of priming effects in these two tasks did not differ significantly (*χ2* = 0.52, *p* = .470). The lexical decision task (k = 20, *d* = 0.16, *SE =* 0.09, *p* = .069, *95% CI* = -0.01, 0.34) and the pronunciation task (k = 6, d = 0.02, SE = 0.11, *p* = .839, *95% CI* = -0.20 0.24) which are S-S only tasks, were not associated with significant stereotype priming effects, and were also not significantly different from one another (*χ2* = 0.20, *p* = .652). Both S-R tasks had significantly larger stereotype priming effects than the S-S only tasks (*χs2* > 11.00, *p*s < .001). The semantic categorization tasks are interesting because approximately half of these were classified as S-S tasks and half were classified as S-R tasks. The stereotype priming in this task was significant (k = 7, *d* = 0.37, *SE* = 0.10, *p* < .001, *95% CI* = 0.18, 0.57). Even with the split S-S and S-R classification, stereotype priming did not significantly different from the stereotype priming in the stereotype or weapons S-R tasks (*χ2*s = 1.57 and 0.63, *p*s = .210, .428, respectively) and was significantly larger than the stereotype priming in the lexical decision and pronunciation S-S tasks (*χ2*s = 6.48 and 5.31, *p*s = .011, .038, respectively).

**S-R Relation X Judgment.** To further explore the unique nature of the semantic classification tasks we examined an interaction between S-R relation and judgment task. We would not expect large changes in the heterogeneity accounted for in these models because classification and task are confounded, with only semantic tasks classifiable as S-S or S-R. This is confirmed by a significant nominal by nominal association between task classification and judgment task (see Table 1; *φ* = .928, *Cramer’s V* = .928, *p’s* = .001).

The process for the interaction analysis is described earlier. The dual moderator model (the two moderators entered singularly) accounted for 39.77% of the heterogeneity of effect sizes (k = 87; *QM*(6) = 43.22, *p* < .001). This model accounted for slightly less heterogeneity than the judgment task model and task classification model. We next ran the interaction model (adding the interaction between classification and judgment to the previous model). This model accounted for no new heterogeneity, with significant stereotype priming effects in semantic S-R studies (k = 3, *d* = 0.41, *SE* = 0.15, *p* = .006, *95% CI* = 0.12, 0.69) and in the semantic S-S stereotype priming effects (k = 4, *d* = 0.34, *SE* = 0.14, *p* = .012, *95% CI* = 0.08, 0.61). It is important to note that there are few studies in each classification and there is high variance in effect sizes within the categories. This may explain why no significant difference was found even though a larger effect size was found for S-R semantic studies than for S-S only semantic studies (*χ2* = 0.10, *p* = .756).

**Stereotype Dimension.** Six stereotype dimensions (race, gender, health, mixed, occupation, and vehicles) were examined by the studies in the present meta-analysis. Of these, all but five of the studies examined either race stereotypes (k = 43) or gender stereotypes (k = 39). The other dimensions were aggregated into an “other” category. A mixed effects model with stereotype dimension as the moderator variable was run using a similar equation as those described above. Stereotype dimension accounted for 13.82% of the heterogeneity among the effect sizes (k = 87; *QM*(2) = 11.42, *p* = .003). Studies examining race stereotypes (*d* = 0.44, *SE* = 0.05, *p* < .001, *95% CI* = 0.35, 0.53) produced significantly larger priming effects than studies examining gender stereotypes (*d* = 0.29, *SE =* 0.05, *p* < .001, *95% CI* = 0.20, 0.39), *χ2* = 4.62, *p* = .032. Other dimensions did not produce significant priming effects (*d* = 0.00, *SE =* 0.14, *p* = 1.000).

**Dimension Interactions.** We ran models similar to those described above to determine whether S-R Relation and dimension interacted. Adding dimension to the S-R Relation model decreased the understanding of heterogeneity of effect sizes by less than half of one percent. An analysis of the interaction between S-R relation and dimension revealed no significant differences in the effect sizes of the S-R relation between race and gender. There was a significant nominal by nominal association between S-R relation and stereotype dimension such that S-R tasks were more often used to assess race stereotypes whereas S-S tasks were more often to assess gender stereotypes (see Table 1; *φ* = .394, *Cramer’s V* = .394, *p’s* = .001).

**Stimulus Type.** Among the included studies, primes and targets were coded as either images, words, or both. We examined how these different kinds of primes and targets affected the size of the priming effect. A mixed effects model with prime type as the moderator variable was run using a similar equation as those described above. Primes that included both images and words (k = 3, *d* = 0.57), images only (k = 49, *d* = 0.36), and words only (k = 35, *d* = 0.31) all produced significant priming effects (*p*s < .003). Prime type did not significantly account for any variance in the effect sizes across studies (k = 87; *QM*(2) = 1.80, *p* = .406, *R2* = 0.00%). We also ran several interactions for prime type (with S-R relation, judgment, and dimension). We found a significant interaction between prime type and S-R relation, with the interaction model accounting for 49.19% of the heterogeneity in the model. The interaction’s effects are similar to those found in the S-R relation model and the Prime Type model, with significant differences based on S-S or S-R relations, but not between Prime Type. Because of those findings, it seems that the significant interaction model is being driven by a very large effect size for an S-R study that uses both images and words which is significantly larger than any of the other average effect size combinations. Because, this is based on one effect size, it is difficult to know whether the interaction is reliable. [[9]](#footnote-9)

Another mixed effects model with target type as the moderator variable was run using a similar equation as those described above. Target type accounted for 5.81% of heterogeneity in the effect sizes across studies (k = 87; *QM*(2) = 11.26, *p* = .004). Image targets (k = 36, *d* = 0.48, *SE* = 0.05, *p* < .001, *95% CI* = 0.37, 0.58) produced significantly larger priming effects than word targets (k = 50, *d* = 0.26, *SE =* 0.04, *p* < .001, *95% CI* = 0.17, 0.34); *χ2* = 10.58, *p* = .001. Only one study used targets with words and images. We also ran several interactions for target type (with classification, judgment, and dimension), however there were significant nominal-by-nominal correlations between these variables which would explain why these interactions did not account for any additional heterogeneity than previous models.

**Stimulus Content.** Among the various stimulus types, the content of those stimuli also varies. We examined how these different kinds of primes and targets affected the size of the priming effect. A mixed effects model with prime content as the moderator variable was run using a similar equation as those described above. As with prime type, prime content did not significantly account for any variance in the effect sizes across studies (k = 84; *QM*(6) = 11.03, *p* = .14, *R2* = 4.55%). Internal traits (k = 4, *d* = 0.73), mixed content (k = 7, *d* = 0.41), faces (k = 47, *d* = 0.38), names (k = 8, *d* = 0.30), and “other” content (k = 8, *d* = 0.33), produced significant priming effects (all *p*s < .010), but there were no differences among them.

Another mixed effects model with target content as the moderator variable was run using a similar equation as those described above. Target content accounted for 15.10% of the heterogeneity in the effect sizes (k = 85; *QM*(9) = 19.95, *p* = .02). Faces (k = 4, *d* = 0.63) and objects (k = 31, *d* = 0.47), both of which constitute image targets, produced significant priming effects (*p*s < .001) but did not significantly differ from one another. Name targets (k = 9, *d* = 0.45), targets that were mixed in content (k = 19, *d* = 0.23), and internal trait targets (k = 7, *d* = 0.27), which constitute word targets, also produced significant priming effects (*p*s < .02)but did not significantly differ from one another.

**SOA.** Stimulus onset asynchrony ranged from 70ms to 2200ms across the included studies. Although SOA could be examined as a continuous variable, the number of effect sizes are not distributed evenly across this continuum. Priming research has generally used “short” SOAs or “long” SOAs. Relatively few studies have SOAs falling between 400 and 1000ms; to confirm this, we examined the distribution of SOAs and found three distinct clusters. The largest grouping consisted of studies using SOAs between 200ms and 350ms (k = 70), a second grouping of SOAs 500ms and larger (k = 11), and a third grouping of SOAs less than 200ms (k = 5). So we categorized SOA into those three clusters called short (SOAs < 200ms), typical (SOAs = 200 to 350ms) and long (SOAs ≥ 350ms)[[10]](#footnote-10).

A mixed effects model with SOA as the categorical moderator variable was run using a similar equation as those described above. SOA accounted for 10.26% of the heterogeneity of effect sizes across studies (k = 86; *QM*(2) = 8.73, *p* = .013). Studies using typical SOAs (*d* = 0.37, *SE =* 0.03, *p* < .001, *95% CI* = 0.30, 0.45) and short SOAs (*d* = 0.48, *SE =* 0.14, *p* < .001, *95% CI* = 0.20, 0.77) both produced significantly larger priming effects than studies using long SOAs (*d* = 0.10, *SE =* 0.09, *p* = .270, *95% CI* = -0.08, 0.27), *χ2*s = 7.68 and 5.13, *p*s = .006 and .020, respectively. Short SOAs and typical SOAs were not significantly different from each other (*χ2* = 0.57, *p* = .450).

**SOA X S-R Relation.** To explore how SOA influences priming effects in the different paradigms, we examined an interaction between S-R relation and SOA. We first ran a mixed effects model that included S-R relation and SOA as moderator variables similar to the equations described above. The dual moderator model accounted for 38.87% of the heterogeneity of effect sizes (k = 86; *QM*(3) = 38.74, *p* < .001). This model accounted for less heterogeneity than the singular SOA model and task classification model. Adding the interaction component further decreased the heterogeneity accounted for (37.54%).

**Secondary Moderators.**

**Repetition.** Priming paradigms are often susceptible to practice effects. Practice effects can be caused by repetition of judgments made by the participants which can be examined in a variety of ways. We coded possible contributors of practice effects by recording the number of experimental trials completed by participants, the number of trials per block, the number of times primes were repeated, and the number of times targets were repeated. We ran mixed effects models for each of these continuous variables. Prime repetition was the only significant model and accounted for 5.44% of heterogeneity in the model (k = 78, *QM*(1) = 4.02, *p* = .045). The stereotype priming effect increases by 0.0031 for every prime repetition.

**Supplemental Priming.** A number of studies measuring stereotype expression attempt to determine the conditions under which priming effects increase or are diminished. We coded studies based on whether they include methods intended to boost priming effects (e.g., “use race” instructions), methods intended to reduce priming effects (e.g., creativity mindset), or no supplemental priming. We ran a mixed effects model with supplemental priming as a categorical moderator. Supplemental priming did not account for heterogeneity of effect sizes across studies (k = 78; *QM*(3) = 3.52, *p* = .318). This means that boosting methods (k = 16, *d* = 0.50, *SE* = 0.08, *p* < .001, *95% CI* = 0.34, 0.66) did not, on average, increase priming effects compared to studies not using supplemental priming (k = 65, *d* = 0.33, *SE* = 0.04, *p* < .001, *95% CI* = 0.25, 0.42; *χ2* = 3.21, *p* = .073), nor did reduction methods (k = 4, *d* = 0.41, *SE* = 0.16, *p* = .09, *95% CI* = 0.10, 0.73) decrease priming effects compared to studies that did not use supplemental priming; *χ2* = 0.22, *p* = .639.

**Stereotype Location.** Sequential stereotype priming tasks have presented stereotypic information in either in the prime (k = 22) or in the target (k = 56) locations. We ran a mixed effects model with stereotype location as a categorical moderator. Stereotype priming did not account for heterogeneity of effect sizes across studies (k = 78; *QM*(1) = 0.37, *p* = .541). Significant stereotype priming was found when stereotypical information presented as primes (*d* = 0.42, *p* < .001) or targets (*d* = 0.36, *p* < .001). We also examined the interaction of stereotype location and S-R relation. There was an increase in heterogeneity with the interaction component (*R2* = 32.01%), compared to the dual-moderator approach (*R2* = 30.94%). Neither the S-S studies with stereotypes as primes (k = 3, *d* = .28, *SE* = .16, *p* = .068, *95%CI* = -0.02, 0.60) nor those with stereotypes with targets (k = 20, *d* = .11, *SE* = .06, *p* = .079, *95%CI* = -0.01, 0.22) showed no significant stereotype priming. Both S-R studies with stereotypes as primes (k = 19, *d* = .44, *SE* = .08, *p* < .001, *95%CI* = 0.29, 0.59) and those with stereotypes with targets (k = 36, *d* = .49, *SE* = .05, *p* < .001, *95%CI* = 0.41, 0.58) revealed significant stereotype priming, however there was no significant difference between them (χ2 = 0.40, *p* = .526).

**Publication Bias Analysis**

Because the focus of the present meta-analysis was the distinction between paradigms with or without S-R relation, we examined publication bias for these paradigms separately. For each, we first examined publication bias by creating a funnel plot where effect sizes were plotted along the horizontal axis and standard errors were plotted along the vertical axis (Sterne et al., 2005). The resulting funnel plots are depicted in Figure 4. For the S-R paradigms, it appears like there are missing studies in the lower left quadrant, suggesting that there may be missing studies with small effect sizes and large standard error. For the S-S only paradigms, the funnel plot appears fairly symmetrical, which may suggest slight or no publication bias. This method of assessing publication bias is quite subjective, so a more objective approach is warranted.

In order to assess the potential asymmetry observed from the funnel plot, the trim and fill method (Duval, 2005) was used to identify whether there were any missing studies for each of the different paradigms; and if so, the number of studies needed to balance out the distribution. The method also provides an adjusted estimate of the effect. For the S-R paradigms, the trim and fill method confirmed the assessment of the funnel plot and identified 18 (*SE* = 6.13) possible missing studies. Figure 5a depicts the funnel plot with estimated missing studies filled in, and as described earlier, many are in the lower left quadrant, suggesting that studies with small effect sizes have been suppressed. Thus, the adjusted stereotype priming effect size for studies using tasks with S-R related components is smaller (*d* = 0.24, *SE* = 0.04, *p* < .001, *95% CI* = 0.16, 0.31) than the previously estimated priming effect (*d* = 0.48). This analysis suggests that if publication bias is the cause of the unsymmetrical distribution of effect sizes, then the stereotype priming effect in S-R related paradigms is smaller than this meta-analysis predicts.

For the S-S paradigms, the trim fill method identified five (*SE* = 3.65) possible missing studies. Unlike the S-R studies, the studies are missing from the right side of the plot. Figure 5b depicts the funnel plot with the estimated missing studies filled in and suggests that studies with larger effect sizes are missing. Here, the adjusted stereotype priming effect size for studies using tasks with only S-S components is slightly larger (*d* = 0.14, *SE* = 0.03, *p* < .001, *95% CI* = 0.07, 0.21) than the previously estimated priming effect (*d* = 0.10). This analysis suggests that if publication bias is the cause of the unsymmetrical distribution of effect sizes, then the stereotype priming effect in S-S related paradigms is slightly larger than this meta-analysis predicts.

**Discussion**

The impetus for initiating this meta-analysis was the increasing number of inconsistent results from our own lab that used sequential priming tasks (SPT) to explore stereotypes. In some studies, we found robust and significant stereotype priming; in other studies, significant results were ephemeral. In looking for answers in the stereotype priming literature, there seemed to be a general awareness of differences between various implicit measures, but not necessarily awareness of differences that may exist within a single implicit measure. The purpose of this meta-analysis was to identify the primary ways SPTs differ from one another and to provide a theoretical framework for understanding these differences. The present meta-analysis examined 39 studies that contained 87 effect sizes and spanned 20 years of research. As expected, the analysis revealed significant heterogeneity in the size of the stereotype priming effect across the different studies.

One way that SPTs differ from one another is the specific cognitive processes that give rise to observed priming effects. We focused on two ways of classifying SPTs that might capture these distinctions. The first classification was based on whether the SPT allows for a direct association between the prime and the *response* required to the target, called an S-R relation in addition to an association between the prime and target, called and S-S relation. The second, and related, classification was based on the type of judgment that people make to the target. These distinctions revealed a pattern of results that suggest the body of work using the SPT to examine stereotypes is comprised of two distinct types of SPTs – one that evokes strong stereotype priming and another that is associated with significantly weaker stereotype priming.

The present meta-analysis revealed the expected significant heterogeneity in the size of the stereotype priming effect across the two primary categories of SPTs. The first category includes tasks in which priming is thought to primarily reflect variations in the mental association between prime and target stimuli (S-S relation). The second includes tasks in which the priming may also be due to variations in the association between a prime and the *response* to the target (S-R relation) in addition to the S-S relation between the prime and target (see De Houwer, 2003; Wentura & Degner, 2010; Wentura & Rothermund, 2014; and footnote 1). A critical variable for determining whether a SPT is exclusively S-S or adds an S-R relation is the judgment that individuals make about the target (hereafter we refer to these as S-S tasks or S-R tasks for simplicity but reader should realize that S-R tasks include S-S and S-R relations). The present meta-analysis coded for five distinct types of judgments – two that result in an S-S classification (lexical decision task & pronunciation), two that result in an S-R classification (stereotype categorization and weapons task), and one (semantic classification) that has some S-S and some S-R tasks, depending on the nature of the judgment. Analyses revealed significant stereotype priming for both the S-S and S-R tasks, but the priming effect was significantly stronger for S-R tasks (stereotype classification and weapons). These results are not too surprising since they largely mirror those found in the evaluative priming literature (Herring, et al., 2013). However, they had not been directly demonstrated or examined for stereotype priming until now. As discussed previously, one potential explanation for stronger priming in judgment tasks that have both S-S and S-R relations is that these tasks have two underling processes that contribute to the priming effect. One process is the connection between the mental representations of the prime and target that allows the target to be more easily recognized and processed in congruent trials (Collins & Loftus, 1975; Rumelhart & McClelland, 1986a, 1986b, 2014; see Ratcliff & McKoon, 1988 for another account). The second process is facilitation/inhibition of the response to the target that occurs because primes activate a response that is either consistent with and facilitates the required response to the target or is incongruent with the required response to the target and must be inhibited to make the correct response (Gawronski & Bodenhousen, 2005; Klauer, Musch, & Eder, 2005; Spruyt, Hermans, De Houwer, & Eelen, 2002; although see Neely & Keefe, 1989).

Another explanation for the increased priming that is observed in S-R tasks is the judgments people make about targets in these tasks strengthens the S-S relation between prime and target. Spruyt and colleagues (Spruyt, De Houwer, Hermans, & Eelen, 2007; Spruyt, De Houwer, & Hermans, 2009), for instance, have demonstrated that priming in S-S paradigms can be enhanced when characteristics of task focus more attention on a specific dimension that is being examined (feature specific attention allocation). One characteristic of S-R tasks is that people make a judgment about the target that is related to stereotypes, and this may keep attention focused on stereotypes throughout the experiment. In stereotype categorizations tasks, for instance, people make male/female (or black/white) judgments about targets throughout the experiment. This attentional focus on gender (or race) may enhance the mental associations between the prime and target stimuli (i.e., S-S relation). Thus, the enhanced priming in tasks that have S-R relations may be partly due to increased S-S connections in these tasks relative to other S-S tasks that do not focus attention on the stereotype dimension (e.g., LDT or pronunciation). Although feature specific attention allocation may increase the strength of S-S relations in S-R tasks, one finding from this meta-analysis raises some slight concerns about the impact of this attentional focus. Specifically, we coded whether studies used supplemental procedures in an attempt to either boost or reduce priming. This analysis revealed that these supplemental procedures did not have any effect. Presumably, the boosting supplemental procedures should have drawn attention to the stereotype dimension of interest and increased priming. The lack of findings from these supplemental procedures, however, may not be the best way of examining whether feature specific attention increases the strength of S-S relations because these supplemental procedures are often not integrated with the SPT in a way that keeps attentional focus on the stereotype dimension throughout the task. For example, one technique that has been used to boost stereotype priming is to have participants to categorize stimuli along a stereotype dimension prior to doing an S-S task such as the LDT. This may create a temporary attentional focus that quickly dissipates when participants engage in the LDT. Thus, although boosting techniques in theory should focus attention to the stereotype dimension that is being examined, the extent to which the manipulations engage attentional focus may not be sufficient for an adequate test of this theoretical idea.

In addition to feature specific attention, the judgments that people make in S-R tasks may also increase the S-S relation between the prime and target by forcing people to more deeply process the semantic meaning of the target and prime stimuli. The findings revealed small but significant findings in the collection of S-S tasks, but the follow-up analyses hint that there are differences across S-S tasks. Specifically, the analyses revealed that stereotype priming was significant in semantic S-S tasks but not in the lexical decision or pronunciation S-S tasks. This finding is in line with previous research suggesting that semantic processing of stimuli in a LDT may be too shallow to elicit significant priming (e.g., Shulman & Davidson, 1977; Stone & Van Orden, 1992; although see Lupker & Pexman, 2010). One explanation for the significant effects in semantic classification tasks, relative to LDT and pronunciation, is that the latter two tasks do not require individuals to process the meaning of a stimulus and priming is stronger when individuals access the meaning of a stimulus. Tasks that require people to access the semantic meaning of stimuli may result in slightly better semantic priming relative to those that do not. Because S-R tasks require participants to semantically process the targets, this may also result in slightly stronger S-S relations in these tasks. Thus, the increase in priming for tasks that have an S-R relation, relative to those with only an S-S relation may be explained by at least three distinct theoretical processes – (1) facilitation/inhibition of the response to the target due to a connection with the prime; (2) greater feature specific attentional focus that highlights the mental connection between prime and target; and/or (3) deeper semantic processing of primes and targets that helps activate the mental connection between them. These explanations are not particularly new to the literature, but they do have important implications for the proper interpretation of stereotype priming effects, particularly with regard to “automaticity”.

There has been considerable theoretical discussion over the years as to the nature of automaticity, and several perspectives conceptualize it as a collection of features (e.g., Bargh, 1994; & Moors & De Houwer, 2006). The results of the present meta-analysis have implications for at least two of these features as they apply to stereotype activation. One important feature of automaticity for stereotype research is unintentionality because whether people activate and use stereotypes when they do not intend to do so is of great theoretical and practical interest. Stereotype priming that occurs in both S-S and S-R sequential priming tasks may be considered unintentional in the sense that people do not have a goal to evaluate and use the prime when making a judgment about the target. The prime is essentially a distractor because it typically provides no information that can help individuals respond to the target (i.e., nearly all SPTs have a 50/50 ratio of congruent and incongruent prime-target pairs for the critical trials). However, intentionality is a function of an individual's goals, and the goals that people have when engaged in typical SPTs differ across S-S and S-R tasks. In prototypical S-S tasks, people have a goal that is *not* related to stereotypes, such as making word/non-word decisions or pronouncing the target. In contrast, typical S-R tasks involve a goal of making an explicit judgment that is directly related to the stereotype of interest such as indicating whether target is male/female for a gender stereotype task (or black/white for a race stereotype task). The amount of stereotype priming is significantly greater in S-R tasks in which people have an explicit stereotype-relevant goal relative to S-S tasks in which the goal is unrelated to stereotypes. This raises important questions about the activation and use of stereotypes. These results suggest that stereotype activation may not be unconditionally automatic, which has been argued for quite some time (e.g., Blair, 2002). Instead, they suggest that processing goals are a crucial factor. This raises several questions. What types of contexts and/or judgments are likely to lead to stereotype-relevant goals? Are there individual differences in the propensity to have underlying stereotype processing goals? The findings of this meta-analysis show that we need to focus more processing goals and other variables that can impact stereotype activation.

A potentially interesting outcome of this meta-analysis concerns the semantic categorization tasks in which people make a semantic judgment about targets that is not directly related to the stereotype dimension of interest. The semantic judgment tasks are interesting because approximately half were categorized as S-R tasks and half as solely S-S tasks. Firm conclusions regarding these tasks cannot be made based on the present meta-analysis because (1) there were relatively few effect sizes from these tasks (4 from S-S tasks and 3 from S-R tasks), and (2) there was considerable overlap in the methods of the S-R tasks because two of the three S-R tasks came from a single dissertation (Mellot, 2003). Nevertheless, there are two reasons the findings suggest that semantic tasks should receive increased research attention in future studies. First, the overall difference between when S-S and S-R semantic judgment tasks, though not significant, was consist with the larger pattern of findings that S-R tasks evoke greater stereotype priming relative to S-S tasks. This raises the possibility that semantic judgment tasks can be created to further probe the various theoretical processes that have been proposed to explain stereotype priming. A very subtle change in the semantic judgment and/or the target stimuli, for example, may be able to switch a task from an S-S type to an S-R task. This might allow for the relative contributions of the memory activation and response compatibility processes that drive priming to be better estimated. Similarly, changing aspects of these tasks could allow the contributions of feature specific attention allocation to be probed. Second, the semantic priming task was the only S-S task that revealed significant stereotype priming when the three distinct tasks that comprise the S-S tasks were examined individually. That is, stereotype priming was not significant in either the lexical decision or pronunciation tasks even though these two tasks have been much more widely used. As discussed above, the genesis for this meta-analysis was our own research in which we attempted to employ the LDT to examine stereotype priming and found largely non-significant results. It is important that researchers realize this and employ tasks that are more like to be effective. The S-S type semantic tasks provide one potential option, with the important caveat that there were relatively few of these tasks in the current meta-analysis, rendering this conclusion somewhat preliminary.

The weapon-identification task is another interesting case that deserves more discussion. In the standard weapon task (Payne, 2001), people see a picture of a white or black male face (prime) followed by a target image that must be categorized as either a tool or weapon. We considered this task separately because the weapon-identification task was the most prevalent type of SPT and appears to share features with both the stereotype and semantic categorization tasks. The stereotype categorization tasks are typically ones in which people make a very explicit stereotype judgment about the target that could also be applied to the prime (e.g., judgment about targets is male/female and primes can also be categorized as male/female). This is not the case for the weapon-identification task because the judgment about the target (e.g., gun/tool) is not applicable to the primes, which are typically pictures of black and white males. The gun/tool judgment, however, is an aspect of the race stereotypes, as guns are stereotypically associated with black men and tools are presumably more stereotypically associated with white men. The results revealed that the effect size for the weapon-identification task are comparable to those from the stereotype categorization tasks (*d* = 0.46 & 0.52, respectively) and are significantly greater from those from the S-S tasks (*d* = 0.10 for combined S-S tasks). This pattern of results has implications for the nature of the processes that underlie the weapon-identification task.

One possibility is that participants conceptualize the judgment about the target in a weapon-identification task in such a way that the pictures of white or black males can activate a response that is either consistent with the response required to the target. For example, a way to think about the tool/weapon judgment is that weapons are dangerous so a component of the weapon/tool judgment may be “dangerous/safe”. This same type of judgment could also be applied to individuals, and participants may see black males as “dangerous” and white males as “safe” (e.g., Wilson, Hugenberg, & Rule, 2017). This type of framing may allow variations in the S-R relation between the prime and response that is similar to those in the stereotype categorization studies. In fact, Todd and colleagues (2016) did this in a recent study where they mimicked a traditional weapon task but instead used targets that were words implying threat or safety and found evidence for significant stereotype priming (this study was coded as a semantic S-R task in the present meta-analysis). We categorized the weapon task as an S-R task because the design allowed for the possibility that there was an irrelevant relation between the prime and the response required to the target, but the nature of this relation was not immediately obvious (as it is in stereotype categorization tasks). The dangerous/safe task is one example of how an S-R relation may exist, but there are other ones (e.g., positive/negative). More research will be necessary on the weapon tasks to see if there is some type of irrelevant S-R relation that is producing the strong priming in this task or whether there is something else about the weapon task that evokes the strong stereotype priming.

Another factor besides an S-R relation that might account for the strong stereotype priming in this task is that it focuses on a very specific racial stereotype that blacks are more associated with guns, and perhaps danger, relative to whites. This makes the weapon task different from the other stereotype priming tasks which attempt to assess broader stereotype content (e.g., many different types of traits). This difference may change the nature of the task and may activate processes other than memory encoding. The weapon-identification task is similar to visual detection tasks in which people have to indicate whether a certain stimulus is present or not (e.g., “is there a gun in the image”). The threshold that people use to make their judgments affects performance in these types of tasks (Correll, Park, Judd, & Wittenbrink, 2002). Certain variables may lead people to adopt a conservative standard and delay responding until they are absolutely certain that the stimulus is present, whereas other variables may lead people to adapt a more liberal standard and initiate a response when they are “somewhat” certain that the stimulus is present. The race of the person in the prime stimulus might changes the response threshold to the target. If it does, the strong effects in the weapon-identification task, relative to the other implicit tasks, may be due to both memory encoding (as in the other implicit tasks) and also an additional psychological process such as a changing response threshold that is not present in the other implicit tasks.

As discussed above, there has been relatively little theorizing about the effects of stereotype dimension (e.g., gender, race, age) in the stereotype literature as stereotype activation and use are generally believed to be equivalent across different dimensions. The present meta-analysis coded three different stereotype dimensions – race, gender, and “other”. The results suggest that stereotype dimension may be important – stereotype priming was significant for both dimensions of race and gender, but race was associated with significantly larger priming effects (*d* = 0.44, *k* = 43) than gender (*d* = 0.29, *k* = 39). No priming was observed for the other stereotype dimensions (*d* = 0.00, *k* = 4), perhaps due to high variability among the included effect sizes (*SE* = 0.14). Caution should be used when interpreting these results, however. We found that S-R tasks were more often used to examine racial stereotypes and S-S tasks were more often used to examine gender stereotypes. Given that effect sizes from S-R tasks were generally larger, greater priming for race may simply be an artifact of participant task. Future research that orthogonally manipulates stereotype dimension and participant task is needed to determine whether priming is truly stronger for race than gender.

As with task classification and dimension, SOA was a critical moderator of interest for this meta-analysis. That being said, SOA has received more consideration in the literature than the others (e.g., Clow & Esses, 2007; Neely, 1977). In this meta-analysis, we categorically coded SOA into three groups: SOAs that reflected the “typical” interval used in stereotype priming studies (SOAs 200 to 350 ms; k = 70), SOAs that were “short” in comparison (SOAs < 200ms; k = 5), and SOAs that were “long” in comparison (SOAs > 350ms; k = 11). The priming effect with short and typical SOAs was significantly larger than priming effects with long SOAs. This finding is interesting given that longer SOAs are associated with stronger, not weaker, priming effects in research on semantic priming (for review, see Neely 1991). The presence of stronger priming with longer SOAs is generally credited to the operation of both automatic and controlled processes at long SOAs versus primarily automatic at short SOAs. While stronger semantic priming at long SOAs may be typical, the absence of stereotype priming at longer SOAs has been observed before (Kawakami, Dion, & Dovidio, 1998). The proposed explanation in this article was that in a typical stereotype priming study, the nature of the primes and targets are likely to alert participants to the topic of study – stereotypes/prejudice. With this in mind, participants might be motivated to respond to targets in a socially desirable way, which would be more possible at longer SOAs than short. This pattern of findings is also found in evaluative priming paradigms with increased priming effects for smaller SOAs (Herring et al., 2013). A more systematic investigation of the impact of SOA on stereotype priming effects is warranted in order to understand the nature of these effects.

Results from several other analyses provide guidance with regard to best practices for conducting stereotype priming research and/or highlight areas where additional research is needed. When it comes to prime and target stimuli selection, targets appear to require more careful consideration. The type of prime (images, words, mixture) and prime content (e.g., traits, faces, names) do not appear to moderate the stereotype priming effect. By contrast, target type does moderate priming. Specifically, stereotype priming was significantly stronger when target stimuli were images than when target stimuli were words. However, these different image types were confounded with the type of judgment task (and thus the presence of S-R relations), that people made about the target so caution is warranted until this finding can be confirmed in controlled experiments. It is also valuable to note that prime (but not target) repetition appears to increase the amount of stereotype priming. This may speak to the efficiency (or inefficiency) of stereotype activation. In sequential priming tasks, people must process and make a judgment about the target but primes can typically be ignored. As primes are repeated, people may be able to identify them more readily and more easily make the connections between the prime and target that allows for stereotype priming. One explanation is that stereotype activation is not highly efficient and can only occur when sufficient cognitive resources are available. Familiarity with primes through repetition may reduce cognitive load and allow for stereotype activation. This explanation is very speculative but may warrant exploration in future research.

Although presenting stereotypical information as a prime or target did not impact the magnitude of stereotype priming, the location of the stereotypical information, particularly in S-R tasks, may impact the processes and assumptions about stereotype priming findings (D. Wentura, personal communication, March 6, 2017). For example, imagine an S-R gender stereotype task in which people indicate whether targets reflect males or females, and the stereotypical information is presented either as a target (e.g., “FEMALE PICTURE” – NURSE) or as a prime (e.g., NURSE – “FEMALE PICTURE”). When stereotypical information appears as a target, people are explicitly using stereotypes to make the male/female judgment, and stereotype priming may reflect the fact that the prime picture is categorized as “female”, which initiates a response that facilitates the response to the target. In this case, priming may mostly reflect how gender (category) priming facilitates making explicit stereotype judgments. However, when the stereotype information appears as a prime, the judgment about the target is not as explicitly stereotypical. For instance, people can categorize target pictures as male/female based on physical features that presumably have less overlap with the mental connections that form stereotype knowledge. If the stereotype content from primes activates a “male” or “female” response, this is more clearly a reflection of stereotype associations.

The findings of this meta-analysis suggest that the size of priming effects in these two paradigms are equivalent, but that does not necessarily mean that the underlying processes are equivalent. The case where stereotype content is in the target position (and an S-R task is used) is more similar to an explicit stereotype measurement task and may correlate with and better predict explicit behaviors than when the stereotype content is in the prime position. Presenting stereotype content in the target position does, however, more closely approximate conditions that most interest researchers – encountering a member of a social group and then examining how this encounter influences later responses. If researchers wish to present stereotype content in the target position, they might consider using an S-S task instead of an S-R task. Results from the present meta-analysis would suggest that a semantic classification task is a better option than the LDT or pronunciation task. Alternatively, they could use an S-R task, but utilize procedures/techniques that examine the distribution of RTs and errors to tease apart the individual contributions of different processes (e.g., Conrey, Sherman, Gawronski, Hugenberg, & Groom, 2005; Voss et al., 2013). These may help determine the extent to which observed priming effects are specifically due to distinct underlying processes.

The findings of this meta-analysis show that in sequential priming paradigms, stereotype priming effects are genuine, occurring across varied designs. We also showed that the primary influence on the magnitude of priming effects is due to the presence (or absence) of S-R relations, accounting for over 40% of heterogeneity. Sequential priming tasks with only S-S relations are generally thought to better capture “automatic” stereotype activation, but our results suggest that these stereotype priming effects are relatively weak. By contrast, stereotype priming effects containing irrelevant S-R relations are much stronger. The presence of S-R relations is determined largely by the judgment task participants perform, demonstrating that participant task is a theoretical as well as a procedural consideration when designing stereotype priming studies. The current meta-analysis also revealed that stereotype dimension, SOA, and target type affect the magnitude of the priming effect. The unusual findings for SOA provide a particularly interesting avenue for future research as they seem to suggest that stereotype priming may operate differently from semantic priming.

Appendix

Meta-Analysis Coding Manual

Any word(s) underlined are defined below in the “Glossary” section

Once we begin the actual coding process (i.e., after practice), you’ll be given a “special

instructions” sheet that will inform you what information to ignore or focus on for certain papers

**The code “-99” is used when information is missing,“-88” is used when the code is not applicable, and -77 is used when you’re not sure how to code something.**

If you’re coding multiple experiments in a study, assume that if the authors’ state only how the follow-up experiments changed, that all else remained the same. For example, if in experiment #1 the SOA was 150 but the authors only mentioned how experiment #2 was different from experiment #1, then assume the SOA was 150 in experiment #2 also.

1. “ID”
   * This info will be provided in the e-mails I send with your coding assignments
2. “Study #”
   * We’re defining the “paper” as the work as a whole (i.e., the article). A “study #” is more specific. E.g., “Mal ran three experiments in his study.” Because experiments are labeled in a number of ways, let’s assign the first experiment “a”, the second experiment “b”, and so on. So if you’re informed that you’ll be coding Mal’s experiment “b”, you should be looking for the second experiment in Mal’s study.
   * Note: this variable is not asking the number of experiments in the study to then be converted to letters (e.g., there were two experiments so you put a “b”). Just use “a”, “b”, etc. sequentially for the experiments as you code.
3. “Total N”
   * The number of participants in the study or the total sample size
4. “# EXCLUDED”
   * Some studies report the number of participants that were excluded from the analysis
   * If reported, enter that number
   * If not reported, code as missing

**Info generally found in the *stimuli* & *procedure* sections of Method**

1. “STEREOTYPE”
   * What kind of stereotype is being examined in the study?
   * **Gender**
   * **Racial**
   * **Other**
2. “STEREOTYPE OTHER’
   * If other above, enter the kind of stereotype examined
3. “Stereotype Comparison
   * Some stereotype studies make specific comparison. For example, in racial stereotyping, some studies make comparisons between African Americans and Caucasians.
   * If a specific comparison is made enter the comparison, e.g., Black-White, Black-Hispanic, etc.
4. “Prime Stereotype?”
   * Does the prime set contain the stereotypic information?
   * For instance, a prime could be gender or occupation. In gender priming, the occupation is the stereotype.
   * **No, Yes.**
5. “PRIME TYPE”
   * Were the primes evaluative symbols, words, or both?
   * **Images (e.g., pictures, shapes, Chinese symbols, etc.)**
   * **Words**
   * **Both**
6. “PRIME CONTENT-WORDS”
   * What was the content of the prime? E.g., a prime could be NURSE or WARM, which are semantically different
   * **Internal Trait e.g., Kind**
   * **External Trait e.g., Beard**
   * **Role e.g., Mechanic**
   * **Object e.g., Truck**
   * **Pronoun e.g., She**
   * **Category e.g., Male**
   * **Mixture**
   * **Other**
7. “PRIME CONTENT-PICTURES”
   * What is the content of the prime?
   * **Face**
   * **Full Body/Action, e.g., the picture shows a female doctor, or a female with a child**
   * **Object**
   * **Other**
8. “PRIME CONTENT-OTHER”
   * If other above, state the kind of primes used in the text box.
9. “PRIME DURATION”
   * Enter the time (ms) that the prime stimulus was presented.
   * If multiple prime durations were used, enter what specific durations were used separated by commas
10. “PRIME SET SIZE”
    * The number of prime stimuli used
    * *Note*: prime set size is independent from the trials in the study. This variable merely asks the total number of designated prime stimuli
    * If a researchers draws a certain number of primes randomly from an overall set, enter the number of the stimuli sampled (e.g., 20 primes were randomly drawn from a pool of 100 for each participant; we want to enter the 20 here so the repetition variables are computed properly)
11. “PRIME CATEGORY SIZE”
    * Number of unique “categories” that primes might reflect. This number should be equal to or less than “PRIME SET SIZE”. For example, in gender task, there might be two categories of primes – males and females
12. Supplemental priming? (Yes/No)
    * Do the participants perform or complete any extra tasks or procedures that might boost the strength of priming in the study?
    * For example, categorize a set of names or pictures as black/white, male/female before completing the experimental trials; keep a mental tally of the number of black/white, male/female pictures or names presented at the same time as performing the experimental task.
13. “Target Stereotype?”
    * Does the target set contain the stereotypic information?
    * For instance, a target could be gender or occupation. In gender priming, the occupation is the stereotype.
    * **No, Yes**.
14. “TARGET TYPE”
    * Were the targets pictures, words, or both?
    * **Pictures**
    * **Words**
    * **Both**
15. “TARGET CONTENT-WORDS”
    * What was the content of the target? E.g., a target could be NURSE or WARM, which are semantically different
    * **Internal Trait e.g., Kind**
    * **External Trait e.g., Beard**
    * **Role e.g., Hairdresser**
    * **Object e.g., Truck**
    * **Pronoun e.g., She**
    * **Category e.g., Male**
    * **Mixture**
    * **Other**
16. “TARGET CONTENT- PICTURES”
    * What is the content of the target?
    * **Face**
    * **Full Body/Action, e.g., the picture shows a female doctor, or a female with a child**
    * **Object**
    * **Other**
17. “TARGET CONTENT-OTHER”
    * If other above, state the kind of targets used in the text box.
18. “Target Offset Response”
    * Does the target disappear when response is made?
    * No, Yes
19. “TARGET DURATION”
    * Enter the time (ms) that the target stimulus was presented.
    * If multiple target durations, enter all separated by commas
    * If response ends target, enter the maximum duration
20. “TARGET SET SIZE”
    * The number of target stimuli used
    * *Note*: target set size is independent from the trials in the study. This variable merely asks the total number of designated target stimuli
    * If a researchers draws a certain number of target randomly from an overall set, enter the number of the stimuli sampled (e.g., 20 targets were randomly drawn from a pool of 100 for each participant; we want to enter the 20 here so the repetition variables are computed properly)
21. “TARGET CATEGORY SIZE”
    * Number of unique “categories” that targets might reflect. This number should be equal two or less than “TARGET SET SIZE”. For example, in weapons task, there might be two categories – gun & tool
22. “STEREOTYPE SET SIZE”
    * Number of stereotype items per stereotype condition – note that stereotype information might be in target or prime
    * Example – if the study uses 5 male and 5 female items, enter “5”; most studies should be symetrical like the example, but if a study uses an unequal number, compute the average (e.g., 4 male and 8 female items – average is 6)
23. “SOA” (stimulus-onset asynchrony) 1-3
    * Enter the time (ms) of the SOA.
    * If multiple SOA durations were used, enter separated by commas
24. “TRIALS-EXPERIMENTAL”
    * Number of total experimental trials in experiment
    * Not including practice trials
    * Not including “neutral” trials that are irrelevant to stereotype comparison/analyses
    * Not including trials with non-words as targets (for LDT-like tasks)
    * Not including trials without either prime or target
25. “TRIALS-TOTAL”
    * Number of total trials that participants experienced are – practice, “non-word” trials in LDT, etc
26. “BLOCKS”
    * Total number of blocks used in the experiment
    * Note: we assume there was at least one block when information pertaining to the blocks was missing.
27. “TASK” (*note*: it’s important to read up on how these tasks are defined below)
    * What sort of task was carried out?
    * **Stereotype classification**
    * **Semantic classification task**
    * **Pronunciation (or naming) task**
    * **Lexical decision task (LDT)**
    * **Weapons Task**
    * **Other**
28. “Judgment”
    * Enter specific Judgment that people made, this is especially important for semantic & stereotype

* “Word-nonword” - e.g., LDT
* “Weapon-Tool – e.g., Weapons
* “Black-White”; “Male-Female”, etc.
  + **Use “Link” if they have to make some judgment about target that requires prime – even if judgment is “yes-no” or “related-not”**
  + Pronunciation tasks will be “-88”

1. “TASK FAST RESPONSE”
   * Does the task encourage/require a fast response by limiting RT (<1000) and/or providing feedback when slow responses occur
   * Yes
   * No
2. Irrelevant S-R
   * Is there something about the prime that might activate a response to the target?(see De Houwer, 2003 – for description)
   * Yes: when analyzed trials require a different **systematic** response for certain types of stimuli – e.g. in stereotype categorization tasks people may respond “male” or “female” to targets and all are included in the analyses; same is true for Weapon’s task - “weapon” vs. “tool”;
   * No: when people always make same response to analyzed trials (e.g., always say “word” or “yes” in LDT) or always have unique response to target such as pronouncing word in naming
   * If Uncertain use -77 so all can look
3. Relevant S-R
   * Is there something about the prime or target that is directly relevant to the response to the target (see De Houwer, 2003 – for description)
   * Yes: if there is something about the prime or target that “points” to a response hand/button – e.g., and arrow or symbol like “<” that points to left button/hand
   * No: This will most likely be your code

**Information from the Results section**

1. “Within Conditions”
   * How many unique within-subject conditions were examined? This variable might be used to see how many trials per condition
2. Dependent Variable (RT or Error rates)
   * Did the researchers measure and analyze response times or error rates?
3. Analysis
   * How were the priming effects analyzed?
   * **T-test**
   * **Main Effect** (use this if ANOVA has congruency as one factor – others might be target or prime)
   * **Prime-Target** (use this if ANOVA has prime and target factors – e.g., prime gender by target gender
   * Other
4. F-value
   * Enter the reported F-value
   * If the analysis is only reported as non-significant, enter 0 for the F-value
5. T-value
   * Enter the reported t-value
   * If the analysis is only reported as non-significant, enter 0 for the t-value
6. DF
   * Enter the reported degrees of freedom
7. Reported effect size
   * If an effect size (Cohen’s d) is reported, enter the reported effect size
   * If an effect size other than Cohen’s d is reported, enter the effect size and the kind of effect size
8. Mean incongruent
   * If reported, enter the mean of the incongruent trials
   * If means for separate types of incongruent trials are reported, enter each mean into subsequent boxes
9. SD incongruent
   * If reported, enter the standard deviation of the incongruent trials
   * If means for separate types of incongruent trials are reported, enter each standard deviation into subsequent boxes
10. Mean congruent
    * If reported, enter the mean of the congruent trials
    * If means for separate types of congruent trials are reported, enter each mean into subsequent boxes
11. SD congruent
    * If reported, enter the standard deviation of the congruent trials
    * If standard deviations for separate types of congruent trials are reported, enter each mean into subsequent boxes
12. P-value
    * Enter the p-value for the analysis
    * If the analysis is only reported as non-significant, enter 1 for the p-value.

**Glossary**

1. **Block**: a segment of trials intended primarily to spread out the experiment to allow rest but also used for experimental manipulations
2. **Lexical decision task (LDT)**: task in which participants determine whether a word is a word or non-word. If they make this determination aloud it is still considered a LDT, not a pronunciation task. For the purposes of this meta-analysis, this classification will include primed tasks.
3. **Pronunciation (or naming) task**: a task in which the participant says what the target is without making any sort of assessment. E.g., if the participant were shown the word “delightful” they would just say the word aloud. *NOTE*: If participants are saying whether the target is male or female, this is a stereotype classification task, not a pronunciation task.
4. **Prime:** the first stimulus presented in the stimulus pair. E.g., in the pair “Spock”-“delightful”, Spock is considered the prime stimulus. See also Figure 1 below
5. **Reaction time (RT) or response latencies**: the time in milliseconds it takes a participant to respond after seeing the target stimulus
6. **Semantic categorization task**: a task in which the participant makes a semantic classification of the target stimulus. E.g., person vs. animal, alive vs. inanimate, etc. Note: this is different than classifications made based on the stereotype of interest, e.g., male-female.
7. **SOA (stimulus onset-asynchrony)**: the time from the onset of the prime stimulus to the onset of the target stimulus. See Figure 1 below.
8. **Stereotype classification task:** a task in which the participant makes a stereotype classification of the target stimulus. E.g., black-white, male-female. These are usually based on the stereotype of interest.
9. **Stimulus-Response compatibility:** A task where the congruity of the trials is defined as a congruity between the prime and the response to the target; e.g., stereotype classification, semantic classification, and weapons’ tasks fit within this category.
10. **Stimulus-Stimulus compatibility:** A task where the congruity of the trials is defined as a congruity solely between the prime and the target; naming/pronunciation tasks and LDTs fit within this category.
11. **Target**: the second stimulus presented in the stimulus pair. E.g., in the pair “Spock”-“delightful”, delightful is considered the target stimulus. See also Figure 1 below
12. **Task**: the type of response the participant made to the target stimulus
13. **Trial**: the presentation of a fixation cross (“+”) all the way to an inter-trial interval (ITI) represents one trial. See Figure 1 (this is the sequence of one trial)
14. **Weapons Task:** a priming task examining racial stereotypes where the targets are tools and weapons.
15. **Within- vs. between-subjects designs**: in a between-subjects design, the participants are randomly assigned to a condition (e.g., 12 participants assigned to 300 SOA & 12 to the 1,000 SOA). In a within-subjects design all 24 participants would be assigned to both the 300 and the 1,000 SOA conditions.
16. **Word attribute task (an “other” task)**: a task in which participants assess a characteristic of the target word.
    1. E.g., was the target word a “noun” vs. “adjective”
    2. E.g., was the target word “capitalized” vs. “lower case”
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